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Motivation



Limitations of Existing Registration Methods

Local: requires good ini-aliza-on, e.g. ICP, HGMR 

Inaccurate: requires further refinement, e.g. RANSAC10K

Inefficient: average run -me > 1s for 1000 points, e.g. RANSAC10M

Not robust: accuracy drops on noisy data, e.g. DCP

Non-differen5able: cannot be used for gradient-based op-miza-on, e.g. FGR



Properties of DeepGMR

Global: does not require pose or correspondence initialization

Accurate: outperforms state-of-the-art registration baselines

Efficient: average run time of 11 ms for point clouds with 1000 points

Robust: consistently good accuracy on noisy data

Differentiable: can be plugged into optimization that requires gradient
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Correspondence Network
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• Output 𝚪 = {𝛾ij}: N x J correspondence matrix

• N: number of points, J: number of GMM components

• 𝛾ij: latent correspondence between point i and 
component j



M𝚯 Compute Block
Inputs

𝚪 = {𝛾ij}: N x J correspondence matrix

P = {pi}:  N x 3 point cloud

Outputs (GMM parameters 𝚯)

Weight: 𝝅𝒋 =
𝟏
𝑵
∑𝒊%𝟎𝑵 𝜸𝒊𝒋

Mean: 𝝁𝒋 = ∑𝒊%𝟎𝑵 𝜸𝒊𝒋𝒑𝒊

Covariance: 𝚺𝒋 = ∑𝒊%𝟎𝑵 𝜸𝒊𝒋(𝒑𝒊 − 𝝁𝒋)(𝒑𝒊 − 𝝁𝒋)𝑻



MT Compute Block

Inputs

.𝚯 = {/𝝅𝒋, /𝝁𝒋, .𝚺𝒋}: source GMM

𝚯 = {𝝅𝒋, 𝝁𝒋, 𝚺𝒋}: target GMM

Output (3D rigid transformaDon 𝑇∗)

𝑇∗ = argmin
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,
/𝝅𝒋 𝑇 /𝝁𝒋 − 𝝁𝒋 𝚺𝒋

Complexity 𝑂 𝐽. with 𝐽 ≪ 𝑁



Results



Data

ModelNet (Chang et al. 2015)
• 12,311 models from 40 categories
• 3 variations

• ModelNet Clean
• ModelNet Noisy
• ModelNet Unseen

ICL-NUIM (Choi et al. 2016)
• 1,478 scans from 4 rooms
• Real-world point clouds



Metrics

• RMSE
𝑇: predicted transformation 𝑇/0: ground truth transformation P = {pi}: source point cloud
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• Recall (Re@0.2)
• Percentage of test instances with 𝐸!"#$ < 0.2



Accuracy



Efficiency



Limitation

• Assumes source and target point clouds are i.i.d. (independent and 
identically distributed) samples from the latent distribution
• Evaluation on partially overlapping point clouds



Conclusion
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